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Databases with demand for bandwidth and 
concurrency run into a Storage Performance Wall 
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Every storage management function 
and feature requires resources taken 

from application IO processing 
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What about deploying in the network? 





Appliance deployed 
logically between servers 

and storage 

Dual 10GE links for 
cache coherency 

Transparently accelerate data access in the SAN 
 

Software  -  Databases  -  Servers  -  Storage  -  Processes 

Dual Fabric High Availability 
Configuration 



Caching for performance enhancing data 
 
 

Results 

• Applications 2-10x faster 

• Read latency 10-100x shorter 

• Flash life a non-issue 

Storage Array 

1ms 

FC/SAS drives SATA drives 

In-array Tiering 
Servers 

15ms 

SSD 

50uS – 500uS 
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Acceleration in the Network 
• Higher concurrent IO bandwidth 
• Higher IOPS  
• Low latency multi-level cache 

The Learning Process 
• Learn data access graphs in real time 
• Use patterns to manage caching 
• Use feedback to continuously refine performance 
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2x for RAID or mirroring 
for HA (40TB) 

2x over-provisioning for 
growth (20TB) 

Additional for index and 
temp tables, etc. (10TB) 

Database size (8TB) 

Active Dataset 
(2TB) 

Perf. 
critical data 

(1TB) 
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Challenges 

 Customer behavior analytics cycle taking too 
long (six hours) directly impacting revenue 
optimization 

 Lost revenue from delays in fixing anomalies in 
customer-facing infrastructure 

 Prohibitive storage acquisition and 
management costs from rapid data growth 

 Storage: IBM XIV Storage Systems  

 Servers: Dell 2950 server nodes (16GB DRAM) 

with dual QLogic 8Gbps FC HBAs  

 FC Fabric: QLogic SANbox 9000 FC switches 

 GridIron: Eight GT-1100 TurboChargers in a 

striped configuration 

 Business-intelligence reports’ run time  
reduced from 6 hours to 30 minutes 

 Near real-time decision-making to optimize 
operations and maximize revenue 

 CapEx savings of over $2M compared to 
alternatives 

 Ability to support more online products 

 Ability to handle peak holiday loads without 
degradation in performance 

“Online data analytics is at the heart of what we do as a 
company. We live and die by our data!” 

                          Burzin Engineer, VP of Infrastructure Services, Shopzilla 

Environment 

Benefits 

XIV Primary Storage 

8-Appliance High 
Availability Cluster Oracle 10g 

RAC Servers 



Baseline 
• 700 IOPS 
• 35ms Latency 
• Low 

bandwidth 

Boosted 
• 7000 IOPS  10x 
• <5ms Latency 7x 
• High Bandwidth 4x 
• CPU Utilization 22% 

Challenges 

 Revenue and competitiveness impacted by 
increasingly long software build times 

 Virtualized architecture not scalable due to 
I/O limitations of SAN storage 

 Sub-optimal productivity of developers 

 Storage: NetApp FAS3270 Storage 

 Servers: HP c3000 BladeSystems 

 FC Fabric: Brocade 300 SAN switches 

 VMware: vSphere HypervisorTM, Virtual 

Desktop Infrastructure (VDI) 4.0  

 GridIron: One GT-1100A front-ending 

storage of VMware cluster  

 Software build times reduced from 70 
minutes to eight minutes 

 Increase in sales from games with 
more features  

 Savings of over $800,000 from avoiding 
performance upgrades to storage 
arrays  

 Cost-effective scaling of the virtualized 
build environment 

“Our developers’ expectations of the game build environment have 
risen dramatically! They can now add more features without 
impacting release dates.” 
                         Dan Mulkiewicz, IT Director, High Moon Studios 

Environment 

Benefits 
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Questions? 

http://www.gridironsystems.com/

