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Audience Knowled

Oracle9: Experience ?

Oracle9: RAC Experience?
Oracle108 Experience?

Oracle108 Grid Control Experience?
Oracle 11g Experience?

Goals

- Opverview of Tumng and Oracle 105 Grid 3
— Focus on a few nice grid features of Oracle 105 ™

Non-Goals

— Learn ALL aspects of Tuning Oracle 108 @
~ Learn how to install/manage RAC/Grid &

- 11g Grid




Overview

e The Basics, Oracle & Market Direction
e RAC, Grid Basics and Scaling it All

® Tuning the Interconnect & using

Statspack/AWR
* Grid Control Basics, Multi-Node & Tuning
® Other quick Tips
* Availability thoughts

®* Summary



Tip #1
Know the Basics - OPS and early Clusters



Introduction to RAC

N A
* IBM drove the Shared Nothing Architecture in

its cluster solution.

e Others that use this*:
— Teradata
— Netezza

- Google

* Wikipedia

Example Shared Nothing
Configuration




Introduction to RAC

MicroSoft Federated Architecture

1)




Introduction to RAC
_‘ Shared Data Model

A A

GES&GCS GES&GCS GES&GCS GES&GCS




Tip #2
Know the Oracle

I admire risk takers. | like leaders — people who do things before
they become fashionable or popular. | find that
kind of integrity inspirational.”
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Oracle Firsts - Innovation!

1979 First commercial SQL relational database management system
1983 First 32-bit mode RDBMS

1984 First database with read consistency

1987 First client-server database

1994 First commercial and multilevel secure database evaluations
1995 First 64-bit mode RDBMS

1996 First to break the 30,000 TPC-C barrier

1997 First Web database

1998 First Database - Native Java Support; Breaks 100,000 TPC-C
1998 First Commercial RDBMS ported to Linux

2000 First database with XML

2001 First middle-tier database cache

2001 First RDBMS with Real Application Clusters

2004 First True Grid Database

2005 First FREE Oracle Database (10g Express Edition)

2006 First Oracle Support for LINUX Offering

2007 Oracle 11g Released!




Tip #3
Know the Market Direction -

Consolidation!

“I think there is a world market for maybe 5
computers.”

- Thomas Watson, IBM Chairman 43



How Oracle saved $1B:
CONSOLIDATION! & Process

Technology
$200M
«“. People
‘ $50M

Process B R
$750M
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Operating Margin Improvement
Trailing 12 Month Operating Margin Trend

| Operating Margin for

most recent quarter:
S - 36.28% (30-NOV-08)
10% -

o 7 L
FY 2000 FY 2001 FY 2002 Q103 Q203

Note: Oracle Corporation - Ending November 2002



I saw this in a Jeff Henley Talk in
—‘ 2003

' Trailing 12 Months
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PROJECT FUSION

Protect, Extend, Evolve
Your Applications Investmeant

W TFuture Goal is to do this for Others:

Oracle and PeopleSoft — Better Together ‘2 &’:
- : /

- 2B

Oracle Agrees to Buy Siebel P
DRAC I—E Vaults Oracle to #1 in Customer Relationship Management SEDWARDS
Together Oracle and Siebel will be our customers’ most valued partner VOU > US
Rule 425 Disclosure

Not to be confused with... Fusion Middleware/BI Acquisitions:

STRING

1 £
/A

Oracle to Acquire Enterprise Performance

Management Leader Hyperion
Learn'more >>




. Why Linux Helps RAC/Grid?
® Performance via Grid
e Availability via Grid
® Stability via Grid

® Security via Oracle

® Cost Savings via Smaller Servers (Grid)

® Larry says so:

- Companies start building, supporting
and creating once Larry charts a _,
bend in the road. 15



Commercial Linux Database
It Market 2002

IBM (58%)
Other
‘ _4
Oracle
(39%)

Source: Gartner, May 2005
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Commercial Linux Database
Market 2003

IBM (27%)

Oracle
(69%)

Source: Gartner, May 2005
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Commercial Linux Database
Market 2004

IBM (16%)

Other
(3%)

Oracle
(81%)

Source: Gartner, May 2005

** Oracle had 82.6% in 2006 (Gartner, June 2007) 18



Records in Top 10 - TPC-H

=
o

Linux Records
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Source: (As of November 1, 2006)
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http://www.tpc.org/

Records in Top 10 - TPC-H

10 -

Linux Records
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Source: (As of April 16, 2008)
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Tip #4: Grid Basics - Start with RAC

“Forrester estimates that there are more than 1,200
customers who are currently using RAC in production,
and this is likely to double in the next 12-18 montbs...”

- Forrester, Oracle RAC Gains Momentum - 9/15/05 =«



Real Applications Clusters - Cache Fusion

s
Disk Array
Userl User2
\_/
UNIXMin2000/Node UNIX/Win2000 Node2
RA inter RAM
DATABASE EonueEl DATABASE
0 0

CLUSTER

CLUSTER

. Userl queries data

. User2 queries same

data - via interconnect
with no disc I/0

. Userl updates a

row of data and
commits

. User2 wants to update

same block of data —
109 keeps data
concurrency via
Interconnect

22
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Tip #5: Grid Basics - Scaling it

“The best thing about the Grid is that it is
unstoppable.”

The Economist
June 200123



Amazon.com Data Warehouse

| 16 Node RAC Linux Cluster |
e 25TB database 4 CPUs per Node

o ving s
— 2to 3 gigabyte (bﬁte, not bit) per second

® 9iR2 using one Oracle Cluster File
System per storage array
table scan throughput 8 SAN switches, 32 port eac
e Listed in top ten (6') largest Warehouses
in 2005 Winter Survey and only RAC
system.

— In 2003, Amazon was #5 with 13T. 68 Arrays

— Yahoo was #1 in 2005 with 100T of data
(triple the #1 of 2003) and they had 385 |:>
trillion rows on Oracle!

— Teradata had 4 of the Top 10 databases in
the 2003 survey, yet has zero in the 2005
survey

e Services 50,000 complex queries per week

24



Issues

| UDY

* Too many filesystems
— 68 arrays (2 luns ea.) results in 136 filesystems.

— To get an even I/O across arrays needed a datafile for every tablespace
on each filesystem.

— Takes over 30 minutes to mount all the filesystems on a host reboot

* Too many datafiles

— This resulted in thousands of datafiles that caused major management
and performance issues

* Not performing to design

— At first they used no async IO on OCFS 1.0 limited the throughput of

cluster to 3 Gbytes of IO per second. Once we got to OCFS 1.0.14 and

async I/O the throughput almost doubled to 5 Gbytes per second e



Write Caches = Redo Performance

| UDY

e Write cache

— A fast array with write caching can do 0.5 ms average
writes vs 6 ms for a non cached write

— Write speed causes issues when writing redo slowing
commit.

® Some items that can affect your write times
— Internal array mirroring

— They used faster Controllers & mirrored them (doubled
IOPS)

e ASM

— ASM allowed them to use BIGFILE tablespaces which cut
datafiles < 100

e 1\Tn o]r\nr rnI\r\r\fo r]nn 1+ N\ mnnnf;ﬂn-

26



Tip #6

Tune the Interconnect



Normal database Tuning and Monitoring

| UDY

— Prior to tuning RAC specific operations, each
instance should be tuned separately.

e APPLICATION Tuning (Fix the SQL fixes everything)

e DATABASE Tuning (Bad setup = Bad performance)
e OS Tuning (Bad setup = Bad performance)

THEN - you can begin tuning RAC

28



Tuning the RAC Cluster Interconnect
High GCS Time Per Request

— Problem Indicators:
e High Transfer Time

® One node showing excessive transfer time

— Use OS commands to verify cluster interconnects
are functioning correctly.

— Contention for blocks: Modity the object to
reduce the chances for application contention.
® Reduce the number of rows per block

® Adjust the block size to a smaller block size
e Modity INITRANS and FREELISTS

29



Tip #7
Use Statspack & AWR to Tune RAC



Statspack/AWR - Check
Regularly

A A
Top 5 wait events
Load Profile
Instance Efficiency Hit Ratios

1
2
3.
4.  Wait Events / Wait Event Histograms
5
6
/

Latch Waits

Top SQL

. Instance Activity / Time Model Stats / O/S
Stats

8.  File I/O / File Read Histogram / Undo Stats

9. Memory Allocation
10. Undo

31



Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

ﬁ
— The STATSPACK report show statistics ONLY

for the node or instance on which it was run.

- Run statspack. snap procedure and
spreport.sqgl script on each node you want to

monitor to compare to other instances.

— In 10g you can still use statspack or you can also

use the new AWR Report.

32



Tuning the RAC Cluster Interconnect
Using STATSPACK Reports
Exceeds CPU time,

therefore needs

® TO 5 Tlmed Events CPU time (processing : L
p time) should be the mvestigation.

predominant event

Top 5 Timed Events

NN AN AN AN AN A A A A A A A A A

global cache cr reques

CPU time

global cache null to x 478 1 .52
control file sequential read 600 1 .52
control file parallel write 141 1 .28

- Transfer times are excessive from other instances in this cluster
to this instance.

- Could be due to network problems or buffer cache sizing issues.

33



Tuning the RAC Cluster Interconnect
Using AWR Reports (FYI Only)

obal Cache Loa rofe

| 0.38 | 005
| 0.26 | 0.04
|GCS/GES messages received: | 76683 | 106 40
|GCS/GES messages sent: | 1,278.25 | 177.36
|
|

|Gluhal Cache blocks received:
|Global Cache blocks served:

IDBWR Fusion writes: 0.01]| 0.00
|Estd Interconnect traffic (KB) 404 57 |

Global Cache Efficiency Percentages (Target local+remote 100%)

|Eluffer access - local cache %:

|Eluffer access - remote cache %:

|Eluffer access - disk %:

Global Cache and Enqueue Services - Workload Characteristics

|Avg global enqueue get time (ms):

|Avg global cache cr block receive time (ms):

|Avg global cache current block receive time {ms):

|Avg global cache cr block build time (ms):

|Avg global cache cr block send time {ms):

|Glubal cache log flushes for cr blocks served %:

|Avg global cache cr block flush time {ms):

|Avg global cache current block pin time (ms):

] Done [ [ [ [s mternet




Tuning the RAC Cluster Interconnect
Using AWR Reports (FYI Only)

SQL ordered by Cluster Wait Time

Cluster Wait CWT % of Elapsd Elapsed CPU Time

75.00 0.38 19.515.02 T.568.17 1,680
0.85 363 23.36 7.56 1

0.15 13.69 1.09 0.78 1
0.09 3173 0.27 0.08 46
0.06 123 0.46 0.30 1
0.03 0.20 14.19 6.18
0.03 0.26 10.71 2.1

0.03 8342 0.03 0.00
0.0z 36.30 0.07 0.06
0.0z 4385 0.06 0.0
0.02 1.77 1.12 0.54

0.02 10.23 0.15 0.13
0.02 376 0.40 0.02
0.01 12.17 on 0.09
0.01 33.26 0.03 0.02

001 £33 0.09 009

nona TR Ta P s [T

& Internet




Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

— Guidelines for interconnect statistics:

e All times should be < 15ms

- High values could indicate possible network or
memory problems

— Could also be caused by application locking issues

— May need to review the enqueue section of

STATSPACK or AWR report for turther analysis.

36



AWR - High Insert: ITL e
Issues DATABASE

Segments by ITL Waits

e % of Capture shows % of [TL waits for each top segment compared
@ with total ITL waits for all segments captured by the Snapshot

m Tablespace Name Object Name Subobject Name ITL Waits | % of Capture

INDEX FAF“TIT]CIH 126 32.06
INDEX PARTITION 112 28.50
INDEX PARTITION 66 16.79
INDEX PARTITION 65 16.54
INDEX PARTITION 12 3.05

37



Tip #8
Use Grid Control



Enterprise Manager: Back in Time! ~

Eile M“iew Tablespace Datafile HBollback Log Help

[ 27| +[s]x| o[m[n] w2

=

\®

1 rich
-] Tablezpaces

5B ROLLBACK,_DATA

- Datafiles
o CAOR&WINIE\DATARASENRESTORCL.C

A Rollback Segments

w2y SYSTEM

- B TEMPORARY_DATA,

- Ef USER_DATA

1 Datafiles
& CAOR&WINIS\DATARBASENREST1ORCL.ORA
= CAOR&WIMNIE\DATARASENSYST1ORCL. ORA
= CAORAWIMNITNDATARASENTMPTORCL.ORA
e E ORI N IEDAT ARASESISRTORCL.ORA,
Ruollback 5Segments
&, RE_TEMP
& REB1
& RE10
& RE11
& RB12
& REB13

General l Lata Extend l

M ame: |Z"'.|:| RawIM3EADATABASEMISRIORCL.ORA

T ablespace: | J

" Offline

[ ]

Statiz * Online

" Mew File Size: |

{* |Jse Existing File

| Show SEL | Help




Performance Manager : Back in Time!

[ OVERVIEW - richl
“Window Refrezsh  Help

[HAL 9000 | |
B

o[ za] 2 = 30 4
BUFFER CACHE HIT% LIBRARY CACHE HIT% .. DATA DICT CACHE HIT% MEMORY SORT HIT% ROLLBACH MOWWAIT HITS
4.14% 12 419% 1.89%
a5 86% 93.91% 87 .509% 95.11% 100%
] Hit % W M=z | [T Hit % B M=z | [0 Hit % W M=z | [T Hit % W ti== % | [T Hit % B tiss %
USERS LOGGED Ol ACTIVE USERS USERS RUMMNG USERS WWAITING FOR LOCHS WEMORY ALLOCATED .

FILE i RATE ...
44.00 390 -
22.00 2935 -
0.00 0

S ETEM [F0 RATE

THROUGHPUT ...

3.83 -

0.00

] Physical Readsfs

B Fhiysical Wirites s

[] Buffer Getais

B Block Changesis

] User Callzfs B Transactionsss

For Help, press F1




Monitor
Targets...
are they
up?

Target
Alerts

Grid Control 10gR2:
Monitor All Targets

Search

O Back ~

fress | ] http:/ftdsgemO1. oracleads. comfem/console/home

Favorites @

,D'

v aGo

ORACLE Enterprise Manager 10g

T~

View | All Targets
Overview
Total Monitored Targets 201
All Targets Status

39

B Down(6)
[ Unknowni4)
W Uni169)

Critical
Warning & 47
Errors B 4
FgetsPolicy Violations
Critical x> 209
Warning &
Informational i 10
All Targets Jobs
Problem Executions (last 7 days) ™) 1
Suspended Executions (last 7 days) v 0O

Deployments

Setup Preferences Help Logout

Alerts Policies Jobs Reports

Page Refre

Target Search

d Apr 13,2006 2:23:09 PM CDT

Search [All

Security Policy Violations
Critical x 197
Waming & 79
Informational i 5
MNew in Last 24 Hours

Critical Patch Advisories for Oracle Homes
Patch Advisories 1

Affected Oracle Homes 7

Job RefreshFromhetalink

Deployments Summary
View | Database Installations

Database Installations

=] Go)

ssfully in 72 hours

Intetim
Patches

Targets| Installations|Applied

Oracle Database 109 10.1.0.3.0
Oracle Database 10g 10.1.04.0
Oracle Database 109 10.1.04.2
Oracle Database 109 10.2.0 1.0
Oracle9i 9.2.06.0

Resource Center
Documentation
lease Notes

le Technology Network

1 Yes




Grid Control 10gR2:
See the Specific Hosts

File Edit View Favorites Tools Help

Qsack 4 ﬂ E] pl - search " Favorites (Q

. = = 4
Clle On —— :L e Qlaracleads Eomiem[consolehargets = g Go

ORACLE Enterprise Manager 10¢g Setup Preferences Help Logout
i Home Alerts Policies Jobs Reports

Targ etS ‘ Hosts | IDatabases | Application Servers | VWeb Applications | Services | Systems | Groups | All

” Search |

_Remowve ) Configure ) | Add )

Policy|{Compliance| CPU Utill Mem Util CPU IO Swap Utill CPU Load
8¢lect Name Alerts| Violations| Score (%) Wait %|Transfersis (Smin)|Location

stdemo086.oracle.com 44 60 100 32.56 22 2 A48 o
60 100 54 35 v
70
76
76
57
57
76
80
76
57

0
stdemoQ7 .oracle .com 4

S th ¢ sttdsbeacon idc.oracle com
ee e ~——zftdsheacon.uk oraclec
tdsacbeal oracleads com

Sp eCiﬁC tdsgcm01 oracleads.com

tdsacrep01 oracleads.com

HO S T S C  tdsgoweb01 oracleads .com

tdsacwin02 oracleads.com

s | ko
o o

& jen |

(=}

tdsocs80 oracleads com

XSS IS S| SRS

I I ;o

tdspet01 oracleads.com
Remaove ) Configure | Add

FTIP For an explanation of the icons and symbols used in this page, see the lcon Key
Related Links
Customize Table Colurmns Execute Host Command

Home | Targets | Deployments | Alerts | Policies | Jobs | Reports | Setup | Preferences | Help | Logout

Copyright © 1996, 2005, Oracle. All rights reserved.
Oracle, JD Edwards, PeopleSoft, and Retek are registered trademarks of Oracle Corporation and/or its affiliates. Other names may be trademarks of their respective owners.
About Oracle Enterprise Manader _é




Grid Control 10gR2:
See the Specific Databases

File Edt View Favorites Tools Help

QBack > ) A ./ Search Favorites ﬂr‘

Still on
Targets
Tab...

g http:/ftdsqcm01 . oracleads.comfem/console targetsfctx Type=Databases b 660

ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout
srid Contral Deployments | Alerts | Policies | Jobs | Reports

Page Refreshed  Apr 13,2006 2:27:52 PM CDT E

Free

Library Data|buffer,

PolicylCompliance|{Sessions:|Sessions:|Sessions:|Instance| cache|Dictionary| waits

See a Type Status |Alerts|Violations| Score (%) CPU 0|  Other|CPU ()lpin (%)|  Hit %) (%)

‘ f rep.oracleads.com Database Instance. @) 11 91

SpeCiﬁC ' oraT0g.oracle.com Database Instance @) i 6 4 2 38 01 _ 9

gL v
oral0gR2 oracleads.com  Database Instance o) C 11 : 91 : 100 v

D atab ase prod Cluster Database ik ; 93

tdsocs80.oracleads com_DB Database Instance ) i 10 ) 92 05 03 : 100 v

{

@TIP For an explanation of the Icons and symbols used in this page, see the lcon Key
Related Links

‘ luster Customnize Table Columns Dictionary Baselines Dictionary Comparisons

Execute SQL Recovery Catalogs

Database Home | Targets | Deployments | Alerts | Policies | Jobs | Reports | Setup | Preferences | Help | Logout

Copyright © 1996, 2005, Oracle, All rights reserved
i Oracle, JD Edwards, PeopleSoft, and Retek are registered trademarks of Oracle Carporation and/or its affiliates. Other names may be trademarks of their respective owners.
About Oracle Enterprise Manager




| II-H k

s

1] c“’ i )]

.‘ a

File Edit View Favorites Tools Help

IQ Back ~

s -‘_ﬁ_'] http:/ftdsgcm01 ., oracleads.comjemjconsolefraciracSitemap?type=rac_database&target=prod&pageNum=5

x| :’ Search Favorites {54 ~

Cluster Database: prod
LatestC Collected From Target Apr 13, 2006 2:28:44 PM CDT ( Refresh )
Hom™ Performance  Administration  Maintenance Topology
Cluster Databas ology presents the host views of a cluster database. Database instances, ASM instances, listeners, and interfaces information is available. You can
optionally view confi tion information. These views can also be used to launch various administration and configuration functions,
¥ Show Only Hosts With InS&gnces I Show Configuration Details View Data] Manually ot
8
>
|
DU T Y I |
j stdemo06.0... (Up) stdemo07.0... (Up)
]
€ &
@ ) 2
Relectionelaus LISTENER_S... LISTENER_S...
Name: prod_prod1 2
Type: Database Instance
Host: stdemo06 oracle.com
Critical Alerts: O *g
Warning Alerts: 3 ’
Status: Up +ASM1_stde... prod_prod1 +ASM2_stde... prod_prod2
SR TREE T 25 -
Status Up A
Up 2 {J o
Instances 2 (%1 #1)
Cluster stdemo0f cluster
Legend
Home Performance Administration Maintenance Topology
Instances
Free
Library Datalbuffer
Policy| Compliance ADDM Sessions: [Sessions:|[Sessions: [Instance [cache | Dictionary|waits
Name Status|Alerts| Violations| Score (%]}| Findings|ASM CPU /o] Other CPU (%) |pin (%) Hit (%)|(%}
prod_prod1 (@) Q 0 100 0 +ASM1_stdemo0B oracle.com 0 0 a 08 G




Monitor
Systems
and their

Grid Control 10gR2:
Look at all Systems

File Edit View Favorites Tools Help

@Back v - Search Favorites (a

ress .?;] http:fitdsgcm0l  oracleads.comjemjconsoleftargets§ctxType=Systems

V‘gGo
~

ORACLE Enterprise Manager 10g

Systems

Search |

Remove ) Configure ) I Add )

Setup Preferences Help Logout

Deployments Alerts Policies Jabs Reports

Page Refreshed Apr 13, 2006 2:31:07 PM CDT E

Policy
Alerts|Violations|Members

Calendar System 0 3 Host

Belect Name Type

m e mb ers @& Calendar System 1

Collaboration Suite Search System 1

Discussions System 1

EM Website System

Identity Management System 1

IMail Systermn 1

ihdier il A1 =d0 400 8

MedRecServer System

Iobile Collaboration System 1

OCS System 1

Ultrasearch System

Discussions System

System

Identity Management System

Mail System

System

Mobile Collaboration System

OCS System

Calendar Server
Redundancy Group
more

oc4d

OCS Search Client
Redundancy Group
more

Host

0C4d

more

0oCc4.

Host

more.

0C4d

Single Sign-On
Redundancy Group
more

Host

- 0C4d

more

BEA Weblogic
Server Domain
BEA Weblogic
Managed Server
oc4d

Mobile Collaboration
more

0Cc4d

Host

More




Grid Control 10gR2:
Click on a Specific System

A Oracle Enterprise Manager (GCDEMO) - System: Petstore | System - Microsoft Internet Explorer

File Edit View Favorites Tools® Help
Ig Back ~ f} :J ; Search ¢ Favorites &4 > “ @:ﬁ & ‘-‘5

Bddress &"i"]http:iltdsgcmm.oracleads.com,rem,v’console,ftarget/groups/viewjhome?type=genenc_system&target=Petstore%ZDI%ZOSystem&cthype=Systems D a Go

Setup Preferences Help Logout

( : ° ORACLE Enterprise Manager 10g
11Ck On Grid Control _ Home JRETTIE Deployments Alerts Policies Jobs  Reports
m Hosts | Databases | Application Servers | Weh Applications | Services | Systems | Groups | All Targets | Collaboration Suites | NetApp Filers
—————

Page Refreshed Apr 13,2006 2:31:36 PM CDT (_Refresh ) | Launch Dashboard )

the System: Petstore | System

Home Oharts Administration Components  Topology

PetStOre Status Alerts

Status History Alert History |
Severity Current Last24 hours

System - :

P 0
Total 0

e O an

\ Policy Violations
: Last 24 Hours
Che Ck " Severity Current Cleared New Distinct Rules Violated
x 10 0 0 6
A

Services 1 0 0

a : i 0 0 0

Performance Usage Policy, Total T 0 0
Name Type Status Alerts Alerts| Violations

Policy Trend Overview
0 3 0

h Petstore |  Web Application (1))} 0
C anges Security Policy Violations

Configuration Changes Last24 Hours
Configuration changes detectedferthe last Laey Severity Current  Cleared New Distinct Rules Violated

made Category Changes X g 0

7 All T e 0 & ’ 0
: i 0
and C4J _:J Total a

¥ Oracle Application Server Security A8 Glance

Alerts > Oracle HTTP Server i Critical Patch Advisories for Oracle Homes
> \Web Cache

Home Charts Administration Components ~ Topology

I Oil= |

Related Links
f Edit System Reports




Grid Control 10gR2:
Specific System - Chart Tab

4 Oracle Entenprise Manager (GCDEMO) - System: Petstore | System - Microsoft Internet Explorer E]

File | Edit View Favorites Tools Help
= . . » . ] ) ‘ ' i
| J Back x| |= gy Search 5 . Favorites ﬁ = 1 e:) _‘§

3 éjhttp:,l'ftdsgcm[]l.oracleads.comjem,l’c0nsoIe,ftarget)’groupsiviewIcharts?type=generic_system&target=Petstore%20I%ZUSystem&event=ReFresh&cthype:Systems v aGo

L]
Clle On ORACLE Enterprise Manager 10g Setup Preferences Help Logout
Grid Control Johks

Srid Home YREV14 Deployments Alerts Policies Reports
Ch aI't S t O Hosts | Databases | Application Servers | Web Applications | Services | Systems | Sroups | All Targets | Collabaration Stites | NetApp Filers

System: Petstore | System

S e e Hoxmximlmstrati on Components  Topology

efreshed Apr 13,2006 2:32:21 PM CDT (Refredp ) ( Launch Dashboard )

further W Data [IEERZNIEIE ~| | Customize Charts

CPU Ntilization (%): Host: Highest Average Total Disk /O Per Second: Host: Highe

details

80
60
40

15 ‘.Iv.

A\

Launch :35 6 12 AM ; 2 PM %:35 6 12 AM
Apr12, 2006 13 Apr12, 2006 13
Dashboard MW tdspet(1 oracleads com W idspet0] oracleads.com

Home | Charts | Administration Components  Topology

(S ee next Related Links

Access Edit System Reports
Slide) Target Properties

Copyright © 1996, 2005, Oracle. All rights reserved.
Oracle, JD Edwards, PeopleSoft, and Retek are registered trademarks of Oracle Corporation and/or its affiliates. Other names may be trademarks of their respective owners

About Oracle Enterprise Manager &

Home | Targets | Deployments | Alerts | Policies | Jobs | Reports | Setup | Preferences | Help | Logout




Grid Control 10gR2:

Specific System - Dashboard

a2 X5 Petstore | System - System Monitoring Dashboard - Microsoft Internet Explorer

File Edt View Favorites Tools Help 1

QBack v x‘ Zl I ! Search " Favorites ﬁ » {2 D v e:; ﬁ "‘S
Dashb O ard Address @http:thsgchI.oracleads,com)‘emIconso|e[target,I'system;‘systemDashboard?type=generic_system&target=Petstore°/oZOI°/o205ystem&ctxType=Systems v aGt

ORACLE Enterprise Manager 10g

for the

ystem: Petstore [ System Page Refreshad Apr 13,2006 2:33:10 PMEDT  Refresh

P etstore Policy| CPU Utilization | Total Disk 1/0 Per Total Disk I/0 Per Total Disk 1/0 Per | Memory Utilization

Target Type atus(alerts Violations (%) Second Second Second (%)
system & /e e L

1 ] J

Targets T

) Ja,tdspet f 1
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Grid Control 10gR2:
vecific Groups

2 Oracle Enterprise Manager (GCDEMO) - Group: Production Databases - Microsoft Internet Explorer

File | Edit View Favorites Tools Help

OBack - :] 7] , Search = » e:g & :‘_’)

Address | & ] http:fftdsgem0l . oracleads.comfem/console/target/groups/viewfhome?type=compositedtarget=Production%20Databasesictx Type=Graups

Favorites (“ -

v B
~

Setup Preferences Help Logout

s’ Targets Policies Johs Reports

| Deployments Alerts
Hosts | Databases | Application Servers | Web Applications | Seriles | Systems | Groups | Al Targets | Collaboration Suites | NetApp Filers
S —

Now
move to
Groups

Group: Production Database
=d Apr 13,2006 2:35:08 PM CDT (_Refresh ) (_Launch Dashboard )

Charts  Administration  Members

Status Alerts

Status Histony Alert Histary )

Severity Current Last 24 hours
x 0
A 0
B Down(l) L =
Policy Violations
Last 24 Hours
Severity Current Cleared New Distinct Rules Violated
x 23 0 0 16
8D 21 0 0
i 0 0
Total 0 0
Policy Trend Overview

Many
more

Configurall® hanges

Configuration changes detemtedfor the |ast 7 days

Category Changes

Changes

¥ All Target Types 6
B Cluster Database 5
B Database Instance

Security Policy Violations
Last 24 Hours
Severity Current Cleared New
x 20 0 0
& 0 0
i 0 0
Total < 0 0
Security At a4 Glance

Critical Patch Advisories for Oracle Homes
Current 1

Affected Oracle Homes 4
Job RefreshFromivetalink

Distinct Rules Violated
13

fully in 72 hours




Grid Control 10gR2:
All Targets - Specific DB

’ 3 Oracle Enterprise Manager (GCDEMO) - Database Instance: ora10gR2.oracleads.com - Microsoft Internet Explorer

Edit
2
s = VRSB
=3 g] http:/jtdsgcm0O1. oracleads.comfem/console/database/instance/sitemap?event=doLoad&target=oral 0gR2. oracleads. com&type=oracle_database&pageum=1

O[?ACLE l:nterpnse Manager 10g

File Tools

@Back' EIRERe

View  Favorites Help

Search Favorites  {6#) -

v B o

Help Logout

oetup Preferences

Monitor
DB and
all core

Info.

Click on
Policy
Trends

(See next.
slide)

‘ Database Instance: ora10gR2.oracleads.com
Maintenance

Home Performance  Administration

Home Targets Deployments Alerts Palicies Jobs Reports

Hosts | Databases | Application Servers | Web Applications | Senvices | Systems | Groups | All Targets | Collaboration Suites | NetApp Filers

5 DBSNMVP

General
ﬁ Shutdown ) ( Black Out
Status Up
Up Since Mar 27,2006 1:51:55 AM CST
Instance Name ora1l0gR2
‘ersion 10.2.0.1.0
Host tdspet01 oracleads.com
Listener LISTENER_tdspet01 oracleads

View All Properties

Diagnostic Summary
ADDM Findings 0
AlertLog Aprd

2006 7:46:33 AM

v Alerts

Category [ar Gy

Severity [Category Name

Latest Data Collected From Target Apr 13, 2006 3:30:14 PM CDT (Refresh) View Data| Automatically (60 sec) ~]

Host CPU Active Sessions SQL Response Time

100% 1.0

75
Other
MWoral0gR2

50
25

0 c . 0.0 {seconds)

Maximum CPU 1 SQL Response Time (%) 111.04

Edit Reference Collection

Load 0.35 Paging 0.00

High Availability
Instance Recovery Time (sec)
Last Backup
Usable Flash Recovery Area (%)
Flashback Logging

Space Summary
Database Size (GB)
Problem Tablespaces
Segment Advisor Recommendations
Space Violations
Dump Area Used (%)

20

nia

100
Disabled

Critical 0 Warning D3

Message lAIert Triggered

) Dump Area
3 Qump Area
N Dump ATes

p-Related Alerts

Policy Violations
Current 11

Dump Area Used (%)
Dump Area Used (%)
Dump Area Used (%)

Distinct Rules Violated &

Apr 12, 2006 9:25:40 AM
Apr 12,2006 9:25:40 AM
Apr 12,2006 9:25:40 AM

96% of background dump area is used
96% of core dump area is used
96% of user dump area is used

& Compliance Score (%) 91 Policy Trend Overview




Grid Control 10gR2:
Specific DB - Policy Trends

File | Edit View Favarites Tools Help

GBack b iJ ) A Search Favorites \'F‘ T ' Q:'J’ “",

Iress @] http:/ftdsgem01. oracleads. comfem/cansolefecm]policy/trend?type=aracle_databasegshowalliol=Falsedtarget=oral0gR2.oracleads. com

L]
POllcy ORACLE Enterprise Manager 10g Setup Preferences Help Logout
id Control Deployments Alerts Policies Jobs Reports

ts | Databases | Application Servers | Web Applications | Senvices | Systems | Groups | All Targets | Collaboration Suites | NetApp Filers
Trend Database Instance: ora10gR2 oracleads.com =
Policy Trend Overview

O 1 Latest Data Collected Apr 13,2006 9:19:46 AM CDT
VerVIGW View Data ’m
ShOWS New Violations By Category For Last 24 Hours

No new violations in last 24 hours.

AVATOY RN QYRR v overview For Last 24 Hours

Category |Al ~| (G

and Policy Violations
Last24 Hours

. Severity Current Cleared New Distinct Rules Violated
Severity ; i

PO i 0 0
i { 0 0
Total 0 0

Violation Count By Severity Compliance Score (%)

1 o~ 100

35 100
30
25

80

20 B Informational
15 [ Wwarning

10 W Critical
5
12 AM

0 .
136 4 12 PM 136 4 8
Apr 12, 2006 Apr 12, 2006




Grid Control 10gR2:
Policies - All Violations

- Oracle Enterprise Manager (GCDEMO) - Policy Violations - Microsoft Internet Explorer

File Edit View Favorites Tools Help

CRB

Addres @ http:/ftdsgem0l. oracleads, comfem/console fecmjpolicy/policy Violations?event=doSearchéwiol _timeperiod=7
—_—

Qsack T xk] ZLj , - Search S ¥ Favorites G_‘ M= %

v aGo

Click on

ORACLE Enterprise Manager 10g

Policies
Tab &

Policy Violations

count link.
¥ Simple Search

Home | Targets

ns | Associations | Library' | Security Ata Glance: | Errors

The following table displays a rollup of policy violations. For detail information click on the violation

Target Type |Al

Search
Violations

Target Name v’?

Category |All ~|
Severity |All =]

G v

o) Advan:

Violation
Count{Policy Rule

Severity|

Deployments ie

ferences

Help Logout
Reports

Page Refreshed Apr 13, 2006 2:38:43 PM CDT

j Iost Recent Yiolation within |7

¥ Ignore suppressed violations

Target Type |MostRecent Violation

|Days |

Category

Compliance|Non-Compliant
Score (%)|Since

1 Critical Patch

tdsacrep01 oracleads com Host

Apr 13,2006 6:31:16 AM

Specific

Homes
1 Listener Logfile

Adwvisories for Oracle

CcDT

LISTEMNER_tdsgcrep01 oracleads com Listener Apr 13, 2006 5:55:06 AM

Permission
1 Listener Trace

Violation

LISTENER

Directory Permission
1 Listener Password

tdsgerep01 oracleads.com Listener Apr 13, 2006 5:55:06 AM
CDT

LISTENER_tdsgerep01.oracleads com Listener Apr 13, 2006 5:55:06 AM

1 Use of Hostname in

CDT

LISTEMNER_tdsgerep01 oracleads com Listener Apr 13, 2006 5:55:05 AM

Listener.ora
1 Listener Default

CDT
LISTENER

MName

tdsgcrep01 oracleads com Listener Apr 13, 2006 5:55.05 AM
CDT

stdemo07 oracle com Host

2 Critical Patch
Adh ies for Oracle

Apr10, 2006 12:09:56 PM
PDT

stdemo06 oracle com Host  Apr 10, 2006 6:29:54 AM

ritical Patch
ies for Oracle

Home | Targets

PDT

stdemo06 oracle com Host  Apr 10, 2006 6:28:50 AM

PDT

| Deployments | Alers |

Configuration

Security
Security
Security
Security
Security

Configuration

Configuration

Security

26 Apr 13, 2006
6:31:16 AM CDT

26 Apr 13, 2006
5:55:06 AM CDT
26 Apr 13, 2006
5:55:06 AM CDT
76 Apr 13, 2006
5:55:06 AM CDT
76 Apr 13, 2006
5:55:05 AM CDT
76 Apr 13, 2006
5:55:05 AM CDT
26 Apr 10, 2006
12:09:56 PM
PDT
26 Apr 10, 2006
6:29:54 AM PDT

36 Dec 7, 2005
12:43:05 AMPST

Policies | Jobs | Reports | Setup | Preferences | Help | Logout



Grid Control 10gR2:

—

2 Oracle Enterprise Manager (GCD
File  Edit

Q Back ~

Address @ http:/ftdsgem01, oracleads. comfem/consoleffunctions

View Favorites Tools Help

xii 27] p Search 7 Favorites 04

ORACLE Enterprise Manager 10g

> Setup Preferences Help Logout
LE @ Deployments Alerts Policies Jobs Repaorts

Home

Deployments
and Patches

General |

Deployments
Overview

Enterprise Manager maintains detailed information about hosts
and their operating systems, as well as software installations,
The Deployments Summary table provides a high level view of
this information, as well as allowing you to explore the details by
selecting the individual components. This information is also
available on the Configuration page for a host. Using the
Deployments tools, you can:

Critical Patch Advisories for Oracle Homes
Patch Advisories 1

1\ Patch Advisory
Oracle MetaLink refresh jo

Affected Oracle Homes 7
Job RefreshFromietalink

informatic ay

€ not run sfully in 72 hours

o Perform searches on the detailed information

Deployments Summary
o Compare the detailed information of hosts and databases.

Check all

Database Installations

Interim
Patches

Search Oracle Metalink for patches, and subsedquently
manage their deployment.

Clone a database or Oracle home to an alternative
location

Targets| Installations|Applied

Oracle Database 10g 10.1.0.3.0 | Yes
Oracle Database 10g 10.1.04.0 y
Oracle Database 10g 10.1.04.2

Oracle Database 10g 10.2.0.1.0

Oracle9i 9.2.06.0

Manage the configuration collection process.

Installations
& Summary
of Patches

View | Database Installations
b

Configuration

Search

Compare Configuration

Compare to Multiple Configurations(Job})
View Saved Configurations

Import Configuration

Host Configuration Collection Problems
Refresh Host Configuration
Configuration History

Agent Installation

Install Agent
Agent Installation Status

Patching
Patch Oracle S

- tch Cache
Patch Linux Hosts

Cloning

Clone Database Clone Oracle Home




Tip #9
Use Grid Control for Multi-Node Systems



10g RAC Enhancements

V
e GRID Control

— Allows for RAC instance startup, shutdown

— Allows for RAC instance creation

— Allows for resource reallocation based on SLLAs

— Allows for automatic provisioning when used with

RAC, ASM and Linux

55



Monitor Clusters

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
tro Deployments | Alerts | Policies s | Reparts

Hosts: | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets
o, Cluster: IOUG
MOnltOr ‘eifyrmance  Targets  Interconnects  Topology
4_N0de General Configuration

ﬁ Status Up Black out ) view [Hardware =

Hosts 4 { ©4)
IOUG Availability (%) 100.0 Hardware |Hosts|
( holits) xB86_64 AuthenticAMD x86_64 1
X86_64 Genuinelntel x86_64 3

Latest Data Collected From Target Apr 13, 2006 2:08:03 PM EDT ( Refresh

Cluster Name 10

Cluster Oracle Clusterware Status |ip (14 )

Clusterware Version 10.2.0.2.0
Clusterware Home fu01iapploraclefproduct/Crs

Diagnostic Summary

Ch k Interconnect Findings 0

Cluster Databases

Name | Policy Violations Compliance Score (%)]Version
Alel‘tS & loug ) 0 23 90102020

v Alerts

POllcy Categor\nq\_l_l_j Critical 0 Warnings

Severity Target Name - Target Type Category Message Alert Triggered

Issues (No Alerts!)

Security
Last Security Evaluation & Apr 13,2006 12:32:30 PM EDT Compliance Score (%) 67 Enterprise Security At a Glance

Job Activity

Create Job [0S Command | Go)
Job executions scheduled to start no more than 7 days ago
Status Submitted to the Cluster Submitted to any member

Scheduled 0
Running 0
Suspended 0

L 0




Monitor Clusters:
Interconnect

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
nd Lontrol LFTCLEN  Deployments | Alerts | Policies. | Jobs | Reponts

Hosts | Databases | Application Servers | Weh Applications | Services | Systems | Groups | All Targets

.;‘.A Cluster: IOUG

Ch k th — Latest Data Collected From Target Apr 13,2006 2:16:38 PM EDT ( Refresh
eC e Home Performance TarqeteTopoloqx

I The interconnect configuration and internode communication will influence the performance of cluster databases. The tables belows show network interfaces on all hosts and netwiork
nter— interfaces currently in use by cluster databases. It is important that cluster databases are configured to use a private interconnect for message and block transfers.

View Data Manually =
Private Interconnect Transfer Rate (MB/Sec) 0.
connects —> L -

Interfaces by Hosts
View |Private +|

sfer rate on the private network in the last 5 minutes

Expand All | Collapse Al

Type Subnet Interface Type Total /O Rate (MBiSec) (Last 5 Minutes) Total Error Rate {%) (Last 5 Minutes)
Cluster

¥ atimdi1 us.oracle.com
All V eth! 2 192.168.1.0 Private

¥ atimdi2 us oracle.com

N d eth1 i 192168.1.0 Private
O eS Y atimdi3 us oracle.com I

eth1 6 192.168.1.0 Private

listed Y atlmdi7 us oracle com
eth1 192.168.1.0 Private

Interfaces in Use by Cluster Databases

Expand All | Collapse Al

Name Target Type Interface Name Host Name IP Address Interface Type Source

Vioug  Cluster Database
loug1 Database Instance eth atimdi 1 us.oracle.com 192.168.1.1 Private Oracle Cluster Repository
loug2 Database Instance eth atimdi2 us oracle.com 192.168.1.2 Private Oracle Cluster Repositary
1oug3 Database Instance eth atlmdi3.us oracle com 192.168.1.3 Frivate Oracle Cluster Repository
lougb Database Instance eth1 atimdi7 us oracle com 192.168.1.7 Private Oracle Cluster Repository

@TIP The Transfer Rate is the estimated traffic contributed by the Instance assuming uniform block size in the database

@TIP * indicates the data thatis more than 10 minutes old
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o

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
rid Centrol Home MMENEE Deployments Alerts Paolicies Jobs Reports

Hosts | Databases | Application Servers | Web Applications | Senvices | Systems | Groups | All Targets

I cluster: louc

Latest Data Collected From Target Apr 13,2006 2:16:38 PM EDT ( Refresh )
C C Home Performance Targets Interconnecs | Topology
| logy presents a global view of all databases, ASM instances, listeners and interconnects on this cluster. By Hosts View shows these targets as associated to the
a cluste ts. YO tionally view configuration information. You can also use these views to launch various administration and configuration functions.
\/iewif)@ﬁew L Show ConfiguPa etails View Data] Manually |
8 rView
opology jee T~
-,
- ‘ Cluster ASM Interconne...
=35 A 1 !
Selection Details € =2
00 d Narme: ioug | %
ase
~ /] Up Instammee ioug
Critical Alerts: 0
Warning Alerts: 16
- - Status: Up

. @ R\ (N
Summary Q)\((( Q\((( g((( g\(((

Status Up A A & & &

Hosts 4 ({+4)

Oracle Clusterware UD { LISTENER A... LISTENER A... LISTENER A... LISTENER A...

Stat A 24

Legend —
Home Performance Targets Interconnects | Topology

Hosts
Name | Status | Oracle Clusterware Status | Alertsl Policy Violations| Compliance Score (%)] CPU Util %l Mem Util %|Total 10/sec
atlmdi 1 us oracle com ) ) g 5 76
atlmdi2 us oracle com {0)) i0)) ] 5 76
atimdi3 us.oracle.com ) ) a S 76

P £ s s A



Monitor Clusters:
Databases

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
Grid Control Deployments Alerts Palicies Jobs | Reports

Hosts | Databases | Application Servers. | VWeb Applications | Services. | Systems. | Groups | All Targets

Logged in As SYSTE

formance  Administration  Maintenance — Topology

Latest Data Collected From Target Apr 13, 2006 2:16:45 PM EDT (Refresh) View Data] Automatically (60 sec) |

Database General Host CPU Active Sessions

Shutdown ) | Black Out )
S SR 100% 14

Screen fOf {} Status Up 75

Instances 4 { 4)

the

Time Zone PD

Cluster Database Name ioug 1.16 Maxirmum CPU 14

Version 10.2.0.2.0
Oracle Home fuO1fapploracleiprod

Diagnostic Summary High Availability
Interconnect Finding g Database Size (GB) Unavailable LastBackup nia
Problem Tablespaces 0 Flashback Logging nfa
Segment Advisor Recommendations Details

CheCk Space Violations v 0

v Alerts

CP I Category Al | Critical % 1 Wamings & 8 -
{ [1-50f 9 | Nextd =

Target

SeSSIOHS Severity ~ [Name Target Type [Category Name Message Alert Triggered
ioug_ijough Database Global Cache Global Cache Average Current Block Request Metrics "Global Cache Average Current Get  Apr 13, 2006

Instance Statistics Time (centi-seconds) Time"isat 271429 2:19:41 PM

& Alerts i ioug_ioug3 Database Global Cache Global Cache Blocks Lost Metrics "Global Cache Blocks Lost" isat2  Apr 12, 2006
Instance Statistics 3:46:24 PM

ioug_ioug3 Database User Audit Audited User User SYS logged on from atimdi3 Apr10, 2006
Instance 6:23:44 PM

joug_iougb Database User Audit Audited User UserSYS logged on from atimdi? Apr12, 2006

Instance 12:31:45 PM

iola ioual  Natabase Global Cache Global Cache Blocks | ost \ (ache Blo sf'isat3d  Aor 12 2006




Monitor Clusters:
Global Block Transfers

Cluster [0UG > Logged In As SYSTEM
B Cluster Database: ioug
ChGCk Home Adn‘nmr;.trat||::<r| """""""

Performance ‘ Click on an are of & graph or legend to get more detail View Data Real Time. 15 Second Refesh 7
Cluster Host Load Average

1:30pm ’1:40&1 1:50pm 2:“00pn.1 2
April 13, 2006
Check the Global Cache Block Access Latency (Current Up Instances: 6/6)
Transfer
of Blocks

60



Tip #10
Use Grid Control for Tuning Systems



Tune Specific Database

l ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout

. Deployments | Alerts | Palicies | Johs | Reports
Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

AV Lo R RN o Détabase Instance: uattdsmngd1c0d.oracleads.com

5 Home | Performance  Administration  Maintenance
Specific
Database

L atest Data Collected From Target Apr 13,2008 3:13:40 PM CDT (Refresh) Vigw Datal Automatically (60 sec) »|

x Host CPU Active Sessions SQL Response Time

Shutdown || Black Out
— = 100% 8.3 1,875

Staus Up 75 62 , Latest Collection

Wa 1,250 JT—
UpSince Apr13, 200645702AMCOT 7 s |B Ot ol e o

I
Instance Name uat uat o 625 | ke Rl
CPU Version 10.2.0.1.0 25 21 mCPU llznrta;}qu:
Host tdsmngd1c04 geleads com b 0.0 0

I Listener LISTENBHT tdsmngd1c04 orzcks
SSUCS ASM s#8_tdsmngd {c04ereads com Load 969 Paging 0.00 Maximum CPU 4 SQL Response Time (%) 335.97

b Ecit Reference Callect
and User TIew H” P[O eries It Reference Callection

Walts ' Diagnostic Summary Space Summary High Availability
ADDM Findings 4 Database Size (GB) ~ 9.306 Instance Recovery Time (sec) 19
Period Start Time Apr 13, 2006 2:50:17 PM Problem Tablespaces X 1 Lact Backup nfa
AlertLog  Apr 12, 2006 10.00.36 PM Segrment Advisor Recommendations 1) 2 Flashback Logging  Disabled
Space Violations v 0
Dump AreaUsed (%) 71




Performance
Analysis —
CPU Issue

Tune Specitfic Database
age continued...

v Alerts

R ST :
Category | Tablespaces Full ~|(Go) Critical X 1 Warning D7
Severity [Category Name Message Alert Triggered

% Tablespaces Full Tablespace Space Used (%) Tablespace USERS3 is 96 percent full Apr 13, 2006 5:04:28 AM

p-Related Alerts

Performance Analysis
Period Start Time Apr 13,2006 2:50:17 PM  Period Duration {minutes) 10.02
Impact (%) ]Finding Recommendations

I (00 Host CPU was a bottleneck and the instance was consuming 88% of the host CPULAll wait times will be inflated by wait for 1 Application
CPL. Analysis
2 SQAL Tuning
1 Host Configuration
74 8 SQL statements consuming sianificant database time were found 3 SAL Tuning

21.6 SQL statements were not shared due to the usage of literals. This resulted in additional hard parses which were consuming 1 Application
significant database time Analysis
21.5SQL statements were found waiting for row lock waits 1 Application

Analysis

Policy Violations
Current 11 : Distinct Rules Violated 8 © 4 2 Compliance Score (%) 92

Security
Last Security Evaluation & Apr 13,2006 4:59:42 AM CDT Compliance Score (%) 90

Job Activity
Jobs scheduled to start no more than 7 days ago

Scheduled Executions 0 Running Executions 0 Suspended Executions v 0 Problem Executions v 0

Home Performance  Administration  Maintenance

Related Links

Access

AlertLog C

Deployments

Metric Collection Errors nitorin Mem
SQAL History




Tune Specific Database:
Click on Performance

ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout
L itrol Deployments | Alerts | Po /' Jobs | Reparts

Hosts | Databases i icati i 3 oups | All Targets
Loggedin As S
Database Instance: uat.tdsmngd1c04.oracleads.com

Clle On Home | Performance | Administration Maintenance
P f T b Click on an area of a graph or legend to get more detail View Datameal Time: 15 Second Refresh v

Host

10.0

SRR VSR, 1= T T = Y U DA U (e T B iela I ot At UL SR A S SRS ) D S s S e tlos B Ramt s a1 UL R 8 T I T A
0.0 W Losad Average
2:20pm 2:30pm 2:40pm 2:50pm 3:00pm 2:10pm
April 13, 20086

> Average Active Sessions

(Run ADDM Now) (Run ASH Report)

ork
dministrative
figuration

CPU & ’7
Application R — i
ISSueS Instance Disk /O

O~ N'w b oo
DobooDoDD

W Physical Reads (KEB)
2:20pm 2:50pm
April 13, 2006

Instance T hroughput

M Logens
Transactions

M Physical Reads (KB)
Redo Size (KB)

2:20pm 2:30pm 2:50pm
April 13, 2008

Instance Throughput Rate ® Per Second  Per Transaction

Additional Manitaring | inke



Tune Specific Database:
Click on Performance (cont.

Instance Disk /O

Phy

W Other 3

0 M Physical Reads (KB)
2:20pm 2:30pm 2:50pm

B : April 13, 2008
I lnks tO Instance Throughput
TO S I ,:: W Logons
b &£ Transactions

| M Physical Reads (KB
Bede Size (KE)

0
2:20pm 2:30pm 2:50pm
April 13, 2006

Instance Throughput Rate @ Per Secand  Per Transaction

Additional Monitoring Links
Top Sessions and Top SQL data from ASH can be found on the Top Activity page

AdVlSOI' o Top Activity o Hang Analysis o Search Sessions
ers o [nstance Locks o Snapshots

Central Mplicate SG o Instance Activity o SQL Tuning Sets
eS5I0N: o Baseline Normalized Metrics

& Other ¢ | Performance | “hAd Maintenance

QUICk Related Links

R Access Advisor Central Alert History
Deployments Execute SQL ISQLPlus
Jobs Metric and Policy Settings Metric Baselines
Metric Collection Errors Monitoring Configuration Monitor in Mernory Access Mode
Reports Rules Manager SQL History
Target Properties Jser-Defined Metrics

Home | Targets | Deployments | Alerts | Palicies | Jobs | Reports | Setup | Preferences | Help | Logout




Tune Specific Database:
Click on Top Activit

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
Grid Control Deployments Alerts | Policies | Jobs | Reports

Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

Database Instance: uat tdsmngd1c04.oracleads.com = Logged in As SYS

Active Sessions

1 | 1
the I 0] : ‘ ‘ Ll = o
: | 1T i M ARl ) A B B Network
B Concurrency
[T Scheduler

Top Activity
° ° Drag the shaded box to change the time period for the detail section below
DI'IH ll’ltO . View Data|Real Time: 15 Second Refresh v
"", : B Administrative
B Configuration
Resource i A D Pt ms,_v..,y*vw‘w.w*.y LW B
9 - . B System 1/O
HO S ° W User /O
g o ! - ey

Detail for Selected 5 Minute Interval
Start Time Apr 13, 2006 3:13:33 PM CDT Run ASH Report
Top SOL Top Sessions
Schedule SOL Tuning Advisor) | Create SQL Tuning Set ) View [Top Sessions ~]
Select MSelect None Activity (%) |Session ID|User Name lProgram
elect Activity (%) [SQL D ISQL Type 52242 DWH_TEST perl@tdsmngd1c04 oracleads.com (TNS V1-V3)
240 DWH_TEST perl@tdsmngd1¢04.oracleads.com {TNS V1-V3)
r I 2253 33ctvpdstwb25 UPDATE ; CUST02  perl@tdsmngd1c04 oracleads.com (TNS V1-¥3)
I f 8 CUST03  perl@tdsmngd1c04 oracleads.com (TNS V1-Y3)
| 08 cp5Scaasdludnw SELECT ) ] CUSTO1 perl@tdsmngd1c04 oracleads.com (TNS V1-V3)
{ )
{ )
{ )
{ )

| .04 701ub62¢81xh5 SELECT ; DWH_TEST perl@tdsmngd1c04.oracleads.com (TNS V1-¥3
| .04 cahr@afgb65ki SELECT g ] KYAG perl@tdsmngd1c04 oracleads.com (TNS V1-V3

| .04 9g3vbbB9z5ve SELECT ] 3 DWH_TEST perl@tdsmngd1c04 oracleads.com (TNS V1-V3
| .04 4bt00vOhasja  UNKNOWN I 1 6.59 8 DWH_TEST perl@tdsmngd1c04 oracleads.com (TNS V1-Y3)
| .04 d75cOhfudibay SELECT Total Sample Count: 2 594
Schedule SQL Tuning Advisor ) Create SQL Tuning Set )
Total Sample Count: 2 481

=
-
-
ro104 Tks7dvd87bava SELECT ; ) DWH_TEST perl@tdsmngd1c04.oracleads.com (TNS V1-V3
-
=
-




problem
time.

Analyze
Problem;
Click
Here
(next

slide)

Tune Specific Database:

ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout
Grid Control Home Deployments | Alerts | Policie: Jobs | Reponts
Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

Database Instance: uattdsmngdic04 oracleads.com = Advisor Central =

Automatic Database Diagnostic Monitor (ADDM)
Page Refreshed Apr 13,2006 3:20:08 PM CDT | Refresh )
Database Activity

Run ADDM
The icon selected below the graph identifies the ADDM analysis period. Click on a different icon to select a different analysis period.
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Performance Analysis
Task Name [ADDM:2598625219_1_10396 {(End Time:Apr 13, 2006 3:00:18 PM) LJ Time Range Apr 13,2006 2:45:00 PM to Apr 13,2006 3:15:00 PM

‘Wiew Snapshots ) | View Report )

Database Time gg 4 Period Start Time  Apr 13,2006 2:50:17 PM CDT Period Duration 44
(minutes) {minutes)

Task Owner SYS Average Active Sessions 8.6

Impact (%} lFinding |Recommendations
I 100 Host CPU was a bottleneck and the Instance was consuming 88% of the host CPU. All wiait times will be inflated by wait for 1 Application
CPU. Analysis
2 SQL Tuning
1 Host Configuration
74.8 SQL statements consuming significant database time were found. 3 SQAL Tuning

216501 statements were not shared due to the usage of literals This resulted in additional hard parses which were consuming 1 Application
significant database time Analysis

215 50QL statements were found waiting for row lock waits 1 Application
Analysis

pinformational Findings



Tune Specific Database:
Run ADDM

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
stid Control Deployments Alerts Policies | Johs | Reports

Hosts | Databases | Application Senvers | Web Applications | Services | Systems | G
Database Instance: uat tdsmngd1c04 oracleads.com > Advisor Central > Autornatic Database Diagnostic Monitor (ADDM) =
Performance Finding Details

Maln Database Time: gg Period Start Time  Apr 13, 2006 2:50:17 PM CDT Period Duration
{minutes) (minutes)

Task Owner SYS Task Name ADDM:2598625219_1_10396 Averagzsﬂ\scigxg 86

d g Finding Host CPU was a bottleneck and the instance was consuming 88% of the host CPU. All wait times will be inflated by wait
for CPU.

Impact (minutes) 86.1
Impact (%) NG 100

Recommendations
Schedule SQL Tuning Acvisor )

Select All | Select None | Show All Details | Hide All Details
Select Details Category |Benefit (%)
" ¥Hide Host Configuration I 100
: Action Consider adding more CPUs to the host or adding instances serving the database on other hosts.
D etalls Session CPU consumption was throttled by the Oracle Resource Manager. Consider revising the resource plan that was active during the analysis
period.

Action

and TO ™ ¥Hide SQL Tuning [ 437
p Action Investigate the SQL statement with SQL_ID “22x9¢xj96n6vx" for possible performance improvements.
SQL Text SELECT 7 DSS_Q54 7 'B' ||t ch_featurevalue 09 id ¢h_fe

S L SQLID 22x30d96nAw
Action Run SQL Tuning Advisor on the SQL statement with SQL_ID "22x9qxj96n6vk _Run Advisar Now
SQAL Text SELECT 7 DSS_Q54 ™/ 'B'||1t1.ch_featurevalue 09_id ch_fe..
SQAL 1D 22x9096n6vx

Rationale SQL statement with SQL_ID "22x9¢xj96n6vx" was executed 167 times and had an average elapsed time of 13 seconds.
Waiting for event "latch: cache buffers chains" in wait class "Concurrency" accounted for 10% of the database time spent in processing the SQL
statement with SQL_ID "22x9¢xj96n6vx".
° Rational Waiting for event "resmgr:cpu quantum” in wait class "Scheduler" accounted for 8% of the database time spent in processing the SQL statement with
P&I‘Sln g NG sQL_ID "22x9qxj96n6vx".
Waiting for event "latch free" in wait class "Other" accounted for 1% of the database time spent in processing the SQL statement with SQL_ID
Rationale 19249 axXIOBNBYX"
qxjo6néyx",
IS SUc Rationale Average CPU used per execution was 7 seconds.

I~ ¥Hide Application Analysis [ 142
Action Parsing SQL statements were consuming significant CPU. Please refer to other findings in this task about parsing for further details.
r  BShow SQL Tuning [ | 96

Rationale




Tune Specific Database:
Advisor: SQL Tuning

I @] € Enterprise Manager 10¢ Setup Preferences Help Logout

Home MEEEN Deployments | Alerts | Polices

Run SQI_ Database Instance: uattdsmngd1c04 oracleads.com » Adwisor Central » Logged in As SYS

Tunlng ed Apr 13,2006 3:23:52 PM | Refresh )
S et Status COMPLETED Ing Set(
Started Apr 13,2006 3:22:07 PM Tuning SetName TUNING_SET 1144969719140
Completed Apr 13, 2006 3:23:45 PM Time Limit (seconds) 1800
Running Time (seconds) 98

Recommexations

Yiew Recommencations |
Results Parsing SQL Restructure
Select SQL Text Statistics Profile Index SOL Miscellaneous Error

for worst ¢ SELECTFDSS 054"/B'| 1 ch featurevate 09 id
. ch_featurevalue_09 id, ..
querle S ( SELECT /" Restructure Query ™ distinct t1 project type id ...

Home | Targets | Depl

69



Problem
Query

Use the
Profile:
to Help
99%!

Compare
Xplan

View Recommendations -

A
\_J 1 A8 B ¥ |

ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout
Grid Contro Deployments | Alerts | Palicies | Jobs | Reports

Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

Database Instance. uat tdsmngd1c04 oracleads.com > Advisor Central » SQL Tuning Results:SQL_TUNING 1144959719826 = Logged in As SYS

Recommendations for SQL 1D:22x9qxj96n6vx

ortrTTie recommendation should be implemented.

SQL Text
SELECT /P DSS Q547 'B'||tt1.ch_featurevalue 09 id ch_featurevalue 09 i1d ‘G| tt1.ch featurevalue 02 elar idch featurevalue 02 id.

Select Recommendation
Original Explain Plan (Annotated) |

Implement )
Benefit New Explain  Compare Explain
Select Type Findings Recommendations Rationale (%) Plan Plans
@ SQLProfile A potentially better execution plan was found for this Consider accepting the recommended 99.08 o 00
statement. SQAL profile.

Miscellaneous The optimizer could not merge the view at line ID 4 of
the execution plan.
Return
Home | Targets | Deployments | Alerts | Policies |Je#s Reports | Setup | Preferences | Help | Logout

Copyright © 1996, 2005, Oracle. Al ights resenved,
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About Oracle Enterprise Manager




ORACLE Enterprise Manager 10¢ Setup Preferences Help Logouf
d Cont Home g Deplayments Alerts | Policies | Jobs | Reports
0 Database Application Serve eb Applicatio ervice E oup A arge

Database Instance: uat tdsmngd1c0d oracleads.com = Advisor Central » SQL Tuning Results:SQL_TUNING_1144353719826 =
Recommendations for SQL 1D:22x80x96n6vx = Logged in As SY

Compare Explain Plans

New Explain Plan With SQL Profile % Original Explain Plan (Annotated)
Expand All | Collapse Al 9 Indicates an adjustment from the original plan by the SQL Tuning Advisor
The following is the original explain plan for the SQL statement being tuned.
Operation Expand All | Collapse Al
¥ SELECT STATEMENT . Line
¥ HASH GROUR BY 1 Operation D" Object
7 VEW ) ¥ SELECT STATEMENT 0
¥ HASH GRQ 3 ¥ HASH GROUP BY 1
v - 4 7 VIEW 2
WINDOW NOSORT 5
¥ HASH GROUP BY 3
¥ SORT GROUP BY 6 g
7 HASH JOIN 7 VIEW 4
¥INLIST TERATOR 8 ¥ WINDOWY NOSORT 5
V TABLE ACCESS BY 9 DWH_TESTLU _ELEMENTGE ¥ SORT GROUP BY 6
BOEXEOAD ¥ TABLE ACCESS BY INDEX 7 DWH TESTFACT PD_(
INDEX RANGE SCAN 10 DWH TESTLU_ELEMENTGF ROWD :
¥ HASH JOIN 11 . B § ¥ NESTED LOOPS 8
V TABLE ACCESS BY 12 DWH_TESTLU_ELEMENTGF
INDEX ROWID ¥ MERGE JOIN CARTESIAN 9
INDEX RANGE SCAN 13 DWH_TEST LU ELEMENTGFE ¥ HASH JOIN 10
¥ HASH JON 14 ¥ MERGE JONN T
VTABLE ACCESSBY 15 DWH_TESTLU ELEMENTGF CARTESIAN
INDEX ROWID VTABLE ACCESSBY 12 DWH TESTLU_ELEME!
INDEX RANGE 16 DWH TEST.LU ELEMENTGE INDEX ROWID
v SCAN VNESTEDLOOPS 13
HASH JOIN 17
v
TABLEACCESS 18 DWH TESTLU PERIOD 232 WERTEL -HoFe (1
FULL ¥ TABLE 15 DWH_TESTLU_ELEMEP
¥ HASH JOIN 19 @%%(SSO%D
TABLE ACCESS 20 DWH TESTLU OUTLET 29:
FULL INDEX 16 DWH TEST.LU ELEME!
tot D AN [ty




' ORACLE Enterprise Manager 10¢ Setup Preferences Help Logout
id Control Alerts Jobs

n Deployments Policies Reparts

Hosts | Databases | Application Servers | Veb Applications | Services | Systems | Groups | All Targets
Datahase Instance. uattdstingd1c0d oracleads.com > Advisor Central * SQL Tuning Results:SQL_TUNING 1144359713826 =

Recommendations for SQL ID:aq9931jgrumrf

S eCOnd — Return
Only one recommendation should be implemented.

worst SQL Text

SELECT /" Restructure Query ™/ distinct t1 project type_id FROM Iu_item_283 t2. f

S QL tO Select Recommendation

Original Explain Plan (Annotated) )

Tune Implement )

el

New  Compare
Benefit Explain Explain
Select Type Findings Recommendations Rationale (%)Plan  Plans

F 5 b « Statistics  Index "DWH_TEST" "PROJECT _TYPE_IDX_A" was not analyzed, Consider collecting The optimizer requires
IX y optimizer statistics for this up-to-date statistics for
index. the index in order to

C Ollectlng ggﬁ,d a good execution

. . ¢ Restructure The predicate TO_NUMBER{"T1" "PROJECT TYPE ID")=1used atline Rewrite the predicate into The optimizer is unable to
Statlstlcs SaL I 9 of the execution plan contains an implicit data type corversionon  an equivalent form to take use an indexif the
indexed column "PROJECT TYPE_ID" This implicit data type conversion advantage of indices predicate is an inequality
prevents the optimizer from selecting indices on table condition or if there is an
Or "DWH_TEST""FACT PD_OUT [Th_293 A" expression or an implicit
data type conversion on
the indexed column,

Rewrite

Return

SQL Home | Targets | Deployments | Alerts | Policies | Jobs | Reports | Setup | Preferences | Help | Logout




une Speciric Database:
ADDM Finding/Fix - Parse

Setup Preferences Help Logout
Deployments Alerts Policie Jobs Reports

Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets
Database Instance. uat tdsmngd1c04 oracleads.com = Advisor Central = Automatic Database Diagnostic Monitor (ADDM) = Logged in As SYS
Performance Finding Details

Problem: Database Time gg 4 Period Start Time  Apr 13, 2006 2:50:17 PM CDT Period Duration
(minutes) {minutes)

0 : Average Active
al Owner SYS Task Name ADDM:25986256219_1_10396 ; 86
|\| Ot | |[] Sessions

. Finding SQL statements were not shared due to the usage of literals. This resulted in additional hard parses which were
bll’ld consuming sighificant database time.
Impact (minutes) 18.6
Impact (%) [l 2186

Variables Recommendations

Show All Dietails | Hide All Details
Details Category |Benefit (%)
¥ Hide Application Analysis =
F : f Action Alternatively, you may set the parameter "cursor_sharing" to "force". ( Implement )
IX Or Action Investigate application logic for possible use of bind variables instead of literals.

At least 1056 SQL statements with PLAN_HASH_VALUE 3191477378 were found to be using literals. Look in V$SQL for examples of such SQL

entire alionale statements.

Findings Path

database Expand All | Collapse Al
Additional
Or SQL Findings Impact (%) Information

¥ SQL statements were not shared due to the usage of literals. This resulted in additional hard parses which were consuming [l 2186
significant database time

¥ Hard parsing of SQL statements was consuming significant database time. 218
¥ Contention for latches related to the shared pool was consuming significant database time. 6.2 Additional Information
Wait class "Concurrency” was consuming significant database time. 108




Setup Preferences Help Logout
Deployments ) Alerts | Policies | Jobs | Reports

ORACLE Enterprise Manager 10¢

Grid Control

Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

Database Instance: uat.tdsmngd1c04.oracleads.com

QUle Home | Performance | Administration  Maintenance

Click on an area of a graph or legend to get more detail View Data| Real Time: 15 Second Refresh _'_J
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Worst
Queryl:
Shows
Huge
Benefit

Tune Specitic Query:
Problem Fixed - Query

Setup Preferences Help Logout
Targets Deployments Alerts Policies Jobs | Reports

ORACLE Enterprise Manager 10¢

Grid

Hosts | Diatabases | Application Servers | Web Applications | Services | Systems | Groups | All Targets

Database Instance: uattdsmngdicOd oracleads.com > JTop Activity =

SQL Details: 22x9gxj96n6vx
Switchte 2T ID Go)

pText

SELECT /* D38 Q54 */

'B' || ttl.ch featurevalue 09 id ch featurevalue 09 id,

'G" || ttl.ch featurevalue 02 elgr id ch featurevalue 0Z_id,
"B' || ttl.pg_featurevalue 05 id pg featurevalue 05 id,

'B' || ttl.pg_featurevalue 02_id pg_featurevalue_02_id, ...

Details

Select the plan hash value to see the details below.  Plan Hash Value [AII

ty Plan  Tuning Information

Sumntary

6.0
®

1
8 45

830 | " /T ""‘MNM

4

5
00 A i L A A A A -
2.4 2:50 255 3.00 3.05 310 315 320

Apr 13, 2006

325 320 335 340

General Activity By Waits
Module DWH_TEST
Action 54 o
Parsing Schema DWH_TEST (05%)
PL/SQL Source (Line Number) Not |
Applicable / b (1.5%)
. B CPU(98%)

Shared Cursors Statistics Execution Statistics
Total Parses 777
Hard Parses 2

Child Cursors 1

Executions 777
CPU Time (sec) 7493

Loggedin A

View Data |Real Time: Manual Refresh

[ 240684679

B Concurrency Waits

Remaining Waits

Total PerExecution Per Row

1
0.10

j Refresh )| Schedule SQL Tuning Addvisar )

Activity By Time
Elapsed Time (sec) 76.44
CPU Time {sec) 74.93
Wait Time (sec) 1.51
Elapsed Time Breakdown
SQL Time (sec) 76.44
PL/SQL Time {sec) 0.00
Java Time (sec) 0.00
Other Statistics
Executions that Fetched all Rows (%) 100.00
Average Persistent Mem (KB) 177.02
Average Runtime Mem (KB) 175.93




Plan Tree

Tune Specific Query:
View Plan - Query Improvement

SQL Details: aq9931jgrumrf

Switchto SGED | Go) View Data ,IRealTime: Manual Refresh

SELECT /*
distinct tl.project type id

FROM lu item 293 t2,

fact pd out itm 293 a tl

WHERE tl.item id = t2.item id

AND tl.productgroup id = t2.productgroup id
AND tl.project type id = 1

Restructure Query *

Details

Select the plan hiash value to see the details below.  Plan Hash Value | 2452208151 M|

ning Information

Parsing

Data Source Schema

Capture Time  Apr 13, 2006 3:45:28 PM DWH_TEST

View @ Graph € Table

L‘ Refresh | | Schedule SQL Tuning Advisor )

Optimizer

Mode ALL_ROWS

Qvervie

4
B 5%

SelectionDetails 5,355
Nothing Selected

LU_ITEM

index$_

oing
J: I%03-
=

e

5,355

i 513,655 *}E 1

1513655 -

R st
I /




Tune Specitic Query:
Problem Fixed - Query Advice

Setup Preferences Help Logout
Deployments | Alerts | Palicles | Jabs | Repors

Hosts | Databases | Application Servers | Web Applications | Services | Systems | Grolps | All Targets
Database Instance: uat tdsmngd{c04.oracleads.com > Top Activity > Logged in As SYS
SaL Dgta_ilﬁﬂxgqxjgﬁnﬁvx
Switchto SQLID | Go) View Data |Real Time: Manual Refresh v (Refresh ) (Schedule SQL Tuning Adhisar )

Check thejse

o SELECT /* [‘Efl':f_‘]s‘} +f
Tunlng "B' || ttl.ch featurevalue 09 id ch featurevalue 09 id,

"G' || ttl.ch featurevalue 02 elgr id ch featurevalue 02_id,

'B' || ttl.pg_featurevalue 05 id py_featurevalue 05 id,
InfO. "B' || ttl.pg_featurevalue 02 id pg_featurevalue 02 id, ...

Details
Select the plan hash value to see the details below.  Plan Hash Yalue | 240684679 ~

Statistics  Activity  Plan( | Tuning Information

SOL Profiles and Outlines
A SQL Profile contains additional statistics of this SQL statement for the query optimizer to generate a better execution plan. An outline containg hints for this SQL statement for
the query optimizer to generate a better execution plan,

Change Categary ) Delete ) Disable/Enahle |

Select Name |Type |Category Status Created
@ SYS_SQLPROF_0142a53bbeb44000 SQL Profile DEFAULT ENABLED Apr13, 2006 3:26:30 PM
SQL Tuning History
The following SQL tuning tasks provide the recommendations to tune this SQL statement.
Advisor Task Name Advisor Task Owner |Task Completion
SAL_TUNING 1144959719826 SYS Apr 13, 2006 3:23:45 PM

Statistics  Activity  Plan | Tuning Information
Scheclule SQL Tuning Advisor |




Tip #11
Where does ASM Fit?



Grid Control - 10gR2;
A Look at ASM

&1 Oracle Enterprise Manager (SYSMAN) - Disk Group: DATA - Microsoft Internet Explorer

File Edit View Favorites Tools Help
OBack - u - .ﬂ ﬂ , - Search 5 Favorites 45 = - :‘;

Address @] htbpeffatimdia.us, oracle, comi 7777 femiconsole jdatabase) osm) diskGroupPbype=osm_instance®t arget="62BA5M1 _atimdil us.oracle. comBoname=04TARevent=editotx Ty ¥ a Go Lirks **

ORACLE Enterprise Manager 10g Setup Preferences Help Loogout
Targets Deployments Alarts Policies |obs Feports

All Targets | H I3 icati ications ns | 15
Hast: atimdil us.oracle.cam = Automatic Storage Management +ASM1 atimdil.us.oracle.com > Logged in As SYS
Disk Group: DATA
Home | FPerormance  Templates  Files

General Disk Group Usage (GB) Disk Group Usage History

Marme DATA

State MOUNTED 0% 2.30

Redundancy EXTERMN 225

Tatal Size B Free(51.18) m 2.20

55.88 i
(GB) [] Internal(0.28) © 215
Pending 0 B 10UG(4.43) 210

Operations 205
1.0 3

Apr 23, 2006

Member Disks
‘iew | By Disk v | Go) _Add )
Check ) | Resize | ( Remove
Select All | Select Mane
Select Disk |Fai||||e Group Path Read/Write Errors|State Size (GB) Used (GE} Used (%}
DIkl DISKI ORCL:DISK1 0 MORMAL 1863 = 159 8.55

] DISk2 ORCL:DISK2 0 NORMAL 18.63 | 1.56 8.35

] DISk3 ORCL.DISK3 0 NORMAL 1863 M 1.55 8.30
& TIP Check Operation verifies the internal consistency of Disk Group metadata. If any errors are found, a summary error message is displayed, and the details of the
detected errors are reported in the alert log.

Home Performance Templates Files

& Internet




Tip #12
Use all parts of Oracle for High Availability
Grids



ORACLE’

Oracle10g Database - ensures business

information is always available

Gricl Coaritrol

SONLNUBUSAVallabtlityforall’/Applications

Unolapnneel itz Faijluges Data Guard
DOWATIME ADISAST Guaranteed Zero Data Loss

FlasinozeK Evearyinineg

iUzl

Errors

ENapletUsersioCorrectaneraViistakes:

Sysitsi Dynamic Reconfiguration
VIAINTENANCE Capacity on Demand without Interruption

Online Redefinition
Adapt to Change Online

Storze ASN Mirrorince

= ail&M Storage kallure’Protection



High Availability Spectrum

Wide Area
Scalable/Parallel, Clusters,

Fault 2nd Generation Geographic

Recoverability Single System Distribution,
Increased Data 1st Generation Image Clusters,

S Availability Individual System | Fault Tolerance

ystem e _

Hardware Mirroring, RAID: Image Clusters,

(ECC, Hot Plug & Smart Cluster Software, Parallel Datgbage

Redundant power, | COntrollers & Fail over, Databases, Replication,
Cooling, PPM’s Storage Shared Cluster Aware Transaction

Hot Plug PCI) UIBEBIEE Resources Applications Routing

: : : Distributed
Single System Configuration Local Clusters Glusters

Single Site Multi-Site

Systems Management

H“iiiaw“ﬁi Minutes-to-Seconds Seconds-to-0

88 Hours 8 Hours 60 Minutes 5 Minutes 0 Minutes
per year per year per year per year per year

99.0% 99.9% 99.99% 99.999% 100.0%
Normal High Fault Resilient Fault Continuous

Commercial Availability Clusters/Fail over Tolerant Processing
Availability 82




rid Control - 10gR2;
vailability & Quick Loo

&] Oracle Enterprise Manager (SYSMAN) - Availability {Status History): atimdi1.us.oracle.com - Microsoft Internet Explorer

File Edit \iew Favorites Tools  Help

OBack e Iﬂ ﬂ A y ) search 5 7 Favories {2 v e :‘i

Address Q hkkp: fiakimdia, us, oracle .com: 7777 fem/console/monitoring/ availoverviewstarget=atimdil . us, oracle, comftype=host$pageType=byDay $ctx Type=Hosts?event=doLoad w ﬂ a0 Links

ORACLE Enterprise Manager 10g Setup Preferences Help  Looout
Targets Deployments Alerts Policies | Jobs | Reports

F_I!:
Host atlmdil.us.aracle.com =
Availability (Status History): atimdil.us.oracle.com

Page Refreshed  Apr 23, 2006 10:59:52 AM EDT
“iew Data | Last 24 hours |v

General QOverall Availability

Current Status Up
Up Since Apr 23, 2006 1:22:37 AM
Aveailability (%) 72.36
Blackout Time (minutes) 0
Agent Down Time (minutes) 398 ;
Status Pending Time (minutes) 0 E ige?tmDeo(\T\riﬁ?neQ?.S%)

Aevailability (%) = UptimefUptime + Agert Doweritime)

T 72.36%
L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Apr 22, 2006 10:58:35 Ak Apr 23, 2006 10:58:35 Al

Target states with durstion less than 1.5 minutes will not sppear onthe timeline chart shove.

Downtime History for Last 24 Hours
“iew | Downtime Histary | »
Start Time End Time Duration {(minutes)|Outage Type

Apr 23, 2006 1:00:28 AM Apr 23, 2006 1:00:31 AM 1 Agent Down
Apr 21, 2006 7:51:45 AM Apr 22, 2006 5:36:28 FM 2024 Agent Down

gL[ Done 0 Internet




The Future: 8 Exabytes
Look what fits in one 10g Database!

| UDY

2K - A typewritten page
5M - The complete works of Shakespeare

10M - One minute of high fidelity sound

2T - Information generated on YouTube in one day
10T - 530,000,000 miles of bookshelves at the Library of Congress
20P - All hard-disk drives in 1995 (or your database in 2010)

700P -Data of 700,000 companies with Revenues less than $200M
1E - Combined Fortune 1000 company databases (average 1P each)
1E -Next 9000 world company databases (average 100T each)

8E - Capacity of ONE Oracle10g Database (CURRENT)

12E to 16E - Info generated before 1999 (memory resident in 64-bit)
16E - Addressable memory with 64-bit (CURRENT)

161E - New information in 2006 (mostly images not stored in DB)
1Z - 1000E (Zettabyte - Grains of sand on beaches -125 Oracle DBs
100TY - 100T-Yottabytes - Addressable memory 128-bit (FUTUR




8 Exabytes:
Look what fits in one 10g Database!

e All databases of the largest 1,000,000 companies

in the world (3E).

or
e All Information generated in the world in 1999 (2E)

or
e All Information generated in the world in 2003 (5E)

or
e All Email generated in the world in 2006 (6E)

or
e 1 Mount Everest filled with Documents

(approx.)

85



Compelling Technology Statistics!

407
357

307
257

piok Years to Reach 50M
' Users

157
10

Radio TV Cable Intemet Wireless



Friedman’s 6 Dimensions
of Understanding Globalization*

Politics (Merging)

Culture (Still disparate)
Technology (Merging/Merged)
Finance (Merging/Merged)
National security (Disparate)
Ecology (Merging)

* Sited from Mark Hasson, PSU, Global Pricing and

International Marketing.

87



Option
Partitions
Partitions / Tuned

Parallel Query (20 Proc.)
Function-Based Index

Materialized View
Cursor Sharing
Truncate

Driving Table
SGA Sizing

750,000 Query Mix

Before

120 sec - 310M

120 sec - 310M

230 sec

1206 sec - 3G

28 sec

240 sec

510 sec / 8G
900 sec

30 sec

5.1 T / 540 hours

NOW Oracle will do all of this for you!!!

Impact Tuning with Oracle
99.8% Less Data Accessed / 96.8% Time Reduction

After

0.43 sec - 200k
0.01 sec - 8k
18 sec
7 sec - 8k
3 sec
0.01 sec
0.40 sec / 32k
1 second
0.01 sec

9 G / 23 hours

88



V$ Views over the years

| UDY

Version V$ Views X$ Tables

6 23 > (35)

/ /2 126

8.0 132 200

8.1 185 271

9.0 227 352

9.2 259 394
10.1.0.2 340 (+31%) 543 (+38%)
10.2.0.1 396 613

11.1.0.6 484 (+22%) 798 (+30%) .



Summary

v A
e The Basics, Oracle & Market Direction
e RAC, Grid Basics and Scaling it All

® Tuning the Interconnect & using

Statspack/AWR
* Grid Control Basics, Multi-Node & Tuning
® Other quick Tips
e Availability thoughts
®* Summary

Thanks for Coming!
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ORACLE

ORACLE DATABASE 10g

® www.tusc.com Performance Tuning

® Oracle9i Performance [Siiis Tips@ Techniques
Tuning Tips & | [P

Techniques; Richard |J.

Niemiec; Oracle Press ~ ORACLEY: .
Performance Tuning

Wdy 2003 ) Tips & Techniques
. Best Practices from the Oracle Experts at TUSC
. O,}/d Cle Z Og T% n lng Maximize System Performance and Improve Response Time

''''''''''''''' C W
Chief Exscutive Officer of TUSC and Oracke Cartified Mast I

(Early 2007) SRR e OuPE
“If you are going through hell, keep going” - Churchill
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Get good Information:

BIETD, Y our Team extends to Rolta TUSC!
N A

¢ .
1he strength of the team is each

individual member...the strength of each
member is the team.”

--Phil Jackson



Rolta TUSC Services

W8 Oracle Technical Solutions

— Full-Life Cycle Development Projects
— Enterprise Architecture
— Database Services

® Oracle Application Solutions

— Oracle Applications & EPM Implementations/Upgrades
— Oracle Applications & Hyperion Tuning

® Managed Services

- 24x7x365 Remote Monitoring & Management
— Functional & Technical Support
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